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Plan for Today

▸ Galton families leftovers (see last lecture slides) 
▸ Time series analysis (seasonality/trend 

decomposition) 
▸ Segmented regression of interrupted time 

series data
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Time Series Analysis



Intro to time series analysis
Beer production in Australia

#install.packages("fpp")
library(fpp)

## Loading required package: forecast

## Registered S3 method overwritten by �quantmod�:

## method from

## as.zoo.data.frame zoo

## Loading required package: fma

## Loading required package: expsmooth

## Loading required package: lmtest

## Loading required package: zoo

##

## Attaching package: �zoo�

## The following objects are masked from �package:base�:

##

## as.Date, as.Date.numeric

## Loading required package: tseries

data(ausbeer)

timeserie_beer = tail(head(ausbeer, 17*4+2),17*4-4)

plot(as.ts(timeserie_beer))
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Monthly airline passengers

#install.packages("Ecdat")
library(Ecdat)

## Loading required package: Ecfun

##

## Attaching package: �Ecfun�

## The following object is masked from �package:forecast�:

##

## BoxCox

## The following object is masked from �package:base�:

##

## sign

##

## Attaching package: �Ecdat�

## The following object is masked from �package:datasets�:

##

## Orange

data(AirPassengers)

timeserie_air = AirPassengers

plot(as.ts(timeserie_air))
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Detect trend

#install.packages("forecast")
library(forecast)

trend_beer = ma(timeserie_beer, order = 4, centre = T)
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plot(as.ts(timeserie_beer))

lines(trend_beer)
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plot(as.ts(trend_beer))
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trend_air = ma(timeserie_air, order = 12, centre = T)

plot(as.ts(timeserie_air))

lines(trend_air)
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Airlines Time
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plot(as.ts(trend_air))
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detrend_beer = timeserie_beer - trend_beer

plot(as.ts(detrend_beer))
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detrend_air = timeserie_air / trend_air

plot(as.ts(detrend_air))
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Seasonality

m_beer = t(matrix(data = detrend_beer, nrow = 4))

seasonal_beer = colMeans(m_beer, na.rm = T)

plot(as.ts(rep(seasonal_beer,16)))
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m_air = t(matrix(data = detrend_air, nrow = 12))

seasonal_air = colMeans(m_air, na.rm = T)

plot(as.ts(rep(seasonal_air,12)))
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Random

random_beer = timeserie_beer - trend_beer - seasonal_beer
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plot(as.ts(random_beer))

Beer Time

as
.ts
(ra
nd
om

_b
ee
r)

1960 1965 1970

−2
0

−1
0

0
10

20

random_air = timeserie_air / (trend_air * seasonal_air)

plot(as.ts(random_air))
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recomposed_beer = trend_beer+seasonal_beer+random_beer

plot(as.ts(recomposed_beer))
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recomposed_air = trend_air*seasonal_air*random_air

plot(as.ts(recomposed_air))
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ts_beer = ts(timeserie_beer, frequency = 4)

decompose_beer = decompose(ts_beer, "additive")

plot(as.ts(decompose_beer$seasonal))
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plot(as.ts(decompose_beer$trend))
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plot(as.ts(decompose_beer$random))
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Decomposition of additive time series

ts_air = ts(timeserie_air, frequency = 12)

decompose_air = decompose(ts_air, "multiplicative")
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plot(as.ts(decompose_air$seasonal))
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plot(as.ts(decompose_air$trend))
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Decomposition of multiplicative time series

STL

ts_beer = ts(timeserie_beer, frequency = 4)

stl_beer = stl(ts_beer, "periodic")
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seasonal_stl_beer <- stl_beer$time.series[,1]

trend_stl_beer <- stl_beer$time.series[,2]

random_stl_beer <- stl_beer$time.series[,3]

plot(ts_beer)
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plot(as.ts(seasonal_stl_beer))

Time

as
.ts
(s
ea
so
na
l_
st
l_
be
er
)

5 10 15

−4
0

−2
0

0
20

40
60

13



plot(trend_stl_beer)
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Interrupted Time Series Analysis
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Hospital Admissions for Acute Coronary Events

2005: Italian smoking ban 
in all indoor public places
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Hospital Admissions for Acute Coronary Events

2005: Italian smoking ban 
in all indoor public places

Counterfactual
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Interrupted Time Series Design

▸ One of the strongest quasi-experimental design to evaluate longitudinal 
effects of time-delimited interventions.  

▸ How much did an intervention change an outcome of interest? 
▸ immediately and over time; 
▸ instantly or with delay; 
▸ transiently or long-term;  

▸ Could factors other than the intervention explain the change?
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Modeling 101
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Evaluating the Effects of an Intervention

9

change in slope
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Evaluating the Effects of an Intervention

10

change in slope

t-test no difference
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Evaluating the Effects of an Intervention

11

change in level
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Evaluating the Effects of an Intervention

12

change in level

t-test no difference



Segmented Regression Analysis of Interrupted Time 
Series Data
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slope 
before slope 

after

change 
in level

time:                  1   2   3 … … … 100  101  102 … … …  200

  intervention:     F   F   F … … …   T      T      T   … … …   T

time after 
intervention:     0   0   0 … … …   1      2      3   … … …  100
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time:                  1   2   3 … … … 100  101  102 … … …  200

  intervention:     F   F   F … … …   T      T      T   … … …   T

time after 
intervention:     0   0   0 … … …   1      2      3   … … …  100

yi = α + β · timei +  
ɣ · interventioni +  
δ · time_after_interventioni + εi

β
β + δ

ɣ 



One more example: 
The Florida “Stand your ground” paper
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Debate Around “Stand Your Ground” Laws 

▸ Self-defense laws, removing the duty to 
retreat and allowing the use of lethal force in 
situations (inside and outside the home) 
where an individual perceives a threat of 
harm. 

▸ Advocates:  
▸ the increased threat of retaliatory violence deters 

would-be burglars. 

▸ Critics: 
▸ weakening the punitive consequences of using force 

may serve to escalate aggressive encounters.

20



Carnegie Mellon University [17-803] Empirical Methods, Fall 2022

Florida Natural Experiment

▸ Florida was the first state to implement a 
stand your ground law, removing the duty to 
retreat principle. 

▸ Idea: Use the years that have elapsed since 
the enactment of the Florida law to assess its 
impact on rates of homicide and homicide by 
firearm. 
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Potential Limitations of Interrupted Time Series Designs

▸ The possibility that other factors that occur simultaneously may distort 
estimates of intervention effects, e.g., 
▸ national changes in social or economic variables (e.g., a recession) 
▸ events that have a profound and lasting impact on society (e.g., natural disasters). 

▸ Study design features to address limitations:  
▸ analysis of homicide rates in 4 comparison states (New York, New Jersey, Ohio, and Virginia),  
▸ analysis of control outcomes (suicide and suicide by firearm). 
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Data Sources

▸ Monthly death totals for Florida between Jan 1999 and Dec 2014, 
from CDC. 

▸ Classified cases by:  
▸ place of occurrence (within or outside the State of Florida),  
▸ cause of death (homicide or suicide),  
▸ mechanism (firearms or other means), and  
▸ month of occurrence. 
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Data Analysis

▸ Evaluate whether post-intervention trends in homicide and homicide by 
firearm in Florida differed significantly from pre-intervention trends.  

▸ Segmented quasi-Poisson regression analysis to analyze trends in both 
periods and estimate an effect size, taking underlying trends into account.  

▸ Because of time sequencing of data points used in time series analysis, 
residual autocorrelation can lead to the violation of regression 
assumptions. 
▸ Generate robust standard errors (using a sandwich estimator) to produce more 

conservative estimates of uncertainty.

24
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Homicide Rates in Florida and Comparison States 
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Results

Between 1999 and October 2005, Florida had a mean monthly
homicide count of 81.93, a homicide rate of 0.49 deaths per
100 000 population and a mean monthly homicide by fire-
arm count of 49.06, a homicide by firearm rate of 0.29 deaths
per 100 000 population, with 59.1% of all homicides result-
ing from firearm injuries. There was a slight decline in monthly
rates of homicide and homicide by firearm over this period.
In the 9 years following the implementation of the stand your
ground law, both rates increased with a mean monthly count
of 99.22 and 69.29, respectively (homicide, 0.53 deaths per
100 000 population; homicide by firearm, 0.37 deaths per
100 000 population; 69.8% of homicides by firearm) (Table 1).

After accounting for underlying trends, we estimated a 24.4%
(RR, 1.24; 95% CI; 1.16-1.33; P < .001) increase in the postinter-
vention monthly homicide rate when compared with prein-
tervention trends. For homicide by firearm the findings were
similar, with an estimated 31.6% (RR, 1.32; 95% CI, 1.21-1.44;
P < .001) increase in postintervention monthly homicides by
firearm when compared with preintervention trends. Figure 1A
displays the magnitude of these effects for homicide and
Figure 1B shows homicide by firearm in relation to trends in
the comparison states.

We compared these findings with comparison states to test
whether such increases in patterns of homicide and homi-
cide by firearm were present in states unexposed to changes
in self-defense laws. We found no significant changes in post-
intervention homicide rates in the comparison states when

Table 1. The Impact of Florida's “Stand Your Ground” Self-defense Laws on Homicide and Homicide by Firearm

Characteristic

Mean Monthly Count
Mean Monthly Deaths
per 100 000 Population Relative Risk (95% CI) P Value for Interaction

Effect (Florida vs
Comparison States)Before After Before After Trend Step Change

Homicide

Florida 81.93 99.22 0.49 0.53 0.99 (0.99-0.99)a 1.24 (1.16-1.33)a

<.001
Comparison statesb 189.40 182.70 0.41 0.38 0.99 (0.99-0.99)a 1.06 (0.98-1.13)c

Suicide

Florida 188.30 232.50 1.13 1.23 1.00 (1.00-1.00)a 0.99 (0.94-1.05)c

.97
Comparison states 314.20 382.20 0.68 0.80 1.00 (1.00-1.00)a 1.00 (0.96-1.04)c

Homicide by firearm

Florida 49.06 69.29 0.29 0.37 0.99 (0.99-1.00) 1.32 (1.21-1.44)a,c

<.001
Comparison states 116.40 119.10 0.25 0.25 0.99 (0.99-1.00)d 1.08 (0.99-1.17)c

Suicide by firearm

Florida 99.32 119.50 0.60 0.63 1.00 (1.00-1.00)d 0.98 (0.91-1.06)c

.54
Comparison statese 129.30 143.20 0.34 0.37 1.00 (1.00-1.02)a 0.95 (0.90-1.01)c

a P < .001.
b One month outlier (September 2001) excluded in the control series.
c Breusch–Godfrey and Seasonal Breusch–Godfrey tests reveal statistically

significant serial autocorrelation, robust standard errors are reported.
d P < .01.
e Control states exclude New Jersey owing to high number of suppressed cells.

Figure 1. Effect of “Stand Your Ground” Law on Homicide and Homicide by Firearm
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Data points represent monthly rates of homicide and homicide by firearm in Florida and comparison states (New York, New Jersey, Ohio, and Virginia) between
1999 and 2014. Florida is represented by orange data points and regression lines and the comparison states by blue data points and regression lines. Gray-shaded
areas depict the onset of Florida’s stand your ground law. Straight-hatched lines represent fitted estimates using a linear step change model. The curved lines
represent fitted values for seasonally adjusted models.

Research Original Investigation Impact of Florida’s “Stand Your Ground” Self-defense Law on Homicide and Suicide by Firearm
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Homicide by Firearm Rates in Florida and Comparison States
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Results

Between 1999 and October 2005, Florida had a mean monthly
homicide count of 81.93, a homicide rate of 0.49 deaths per
100 000 population and a mean monthly homicide by fire-
arm count of 49.06, a homicide by firearm rate of 0.29 deaths
per 100 000 population, with 59.1% of all homicides result-
ing from firearm injuries. There was a slight decline in monthly
rates of homicide and homicide by firearm over this period.
In the 9 years following the implementation of the stand your
ground law, both rates increased with a mean monthly count
of 99.22 and 69.29, respectively (homicide, 0.53 deaths per
100 000 population; homicide by firearm, 0.37 deaths per
100 000 population; 69.8% of homicides by firearm) (Table 1).

After accounting for underlying trends, we estimated a 24.4%
(RR, 1.24; 95% CI; 1.16-1.33; P < .001) increase in the postinter-
vention monthly homicide rate when compared with prein-
tervention trends. For homicide by firearm the findings were
similar, with an estimated 31.6% (RR, 1.32; 95% CI, 1.21-1.44;
P < .001) increase in postintervention monthly homicides by
firearm when compared with preintervention trends. Figure 1A
displays the magnitude of these effects for homicide and
Figure 1B shows homicide by firearm in relation to trends in
the comparison states.

We compared these findings with comparison states to test
whether such increases in patterns of homicide and homi-
cide by firearm were present in states unexposed to changes
in self-defense laws. We found no significant changes in post-
intervention homicide rates in the comparison states when

Table 1. The Impact of Florida's “Stand Your Ground” Self-defense Laws on Homicide and Homicide by Firearm

Characteristic

Mean Monthly Count
Mean Monthly Deaths
per 100 000 Population Relative Risk (95% CI) P Value for Interaction

Effect (Florida vs
Comparison States)Before After Before After Trend Step Change

Homicide

Florida 81.93 99.22 0.49 0.53 0.99 (0.99-0.99)a 1.24 (1.16-1.33)a

<.001
Comparison statesb 189.40 182.70 0.41 0.38 0.99 (0.99-0.99)a 1.06 (0.98-1.13)c

Suicide

Florida 188.30 232.50 1.13 1.23 1.00 (1.00-1.00)a 0.99 (0.94-1.05)c

.97
Comparison states 314.20 382.20 0.68 0.80 1.00 (1.00-1.00)a 1.00 (0.96-1.04)c

Homicide by firearm

Florida 49.06 69.29 0.29 0.37 0.99 (0.99-1.00) 1.32 (1.21-1.44)a,c

<.001
Comparison states 116.40 119.10 0.25 0.25 0.99 (0.99-1.00)d 1.08 (0.99-1.17)c

Suicide by firearm

Florida 99.32 119.50 0.60 0.63 1.00 (1.00-1.00)d 0.98 (0.91-1.06)c

.54
Comparison statese 129.30 143.20 0.34 0.37 1.00 (1.00-1.02)a 0.95 (0.90-1.01)c

a P < .001.
b One month outlier (September 2001) excluded in the control series.
c Breusch–Godfrey and Seasonal Breusch–Godfrey tests reveal statistically

significant serial autocorrelation, robust standard errors are reported.
d P < .01.
e Control states exclude New Jersey owing to high number of suppressed cells.

Figure 1. Effect of “Stand Your Ground” Law on Homicide and Homicide by Firearm
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Data points represent monthly rates of homicide and homicide by firearm in Florida and comparison states (New York, New Jersey, Ohio, and Virginia) between
1999 and 2014. Florida is represented by orange data points and regression lines and the comparison states by blue data points and regression lines. Gray-shaded
areas depict the onset of Florida’s stand your ground law. Straight-hatched lines represent fitted estimates using a linear step change model. The curved lines
represent fitted values for seasonally adjusted models.
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Discussion

▸ Since Florida’s stand your ground law took effect in October 2005, rates of 
homicide (+24.4% through 2014) and homicide by firearm (+31.6%) in the 
state have significantly increased.  

▸ These increases appear to have occurred despite a general decline in 
homicide in the United States since the early 1990s. 

▸ In contrast, rates of homicide and homicide by firearm did not increase in 
states without a stand your ground law (New York, New Jersey, Ohio, and 
Virginia), or for either suicide or suicide by firearm.  

▸ Findings support the hypothesis that increases in the homicide and 
homicide by firearm rates in Florida are related to the stand your ground 
law. 
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