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Ch 3 (Experimental design)  
Ch 4 (Statistical analysis)

Ch 5 (Designing HCI Exp.) 
Ch 6 (Hypothesis testing)

Ch 6 (Statistical methods 
and measurement)

Ch 10 (Analysis 
and interpretation)

Ch 5 (Effect sizes and power analysis) 
Ch 13 (Fair statistical communication) 
Ch 14 (Improving statistical practice)

Ch 1 (Experiments and causality) 
Ch 2 & 3 (Validity) 
Ch 8 (Randomized experiments)



The generalization of causal connections
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Four Types of Validity

4

The validity of inferences about the correlation 
(covariation) between treatment and outcome.

Statistical Conclusion Validity
The validity of inferences about whether 

observed covariation between A (the presumed 
treatment) and B (the presumed outcome) 

reflects a causal relationship from A to B as those 
variables were manipulated or measured.

Internal Validity

The validity of inferences about the higher order 
constructs that represent sampling particulars.

Construct Validity

The validity of inferences about whether the 
cause-effect relationship holds over variation in 

persons, settings, treatment variables, and 
measurement variables.

External Validity
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Construct Validity
▸ Can we generalize results to the theoretical constructs that the units, 

treatments, observations, and settings are supposed to represent? 
▸ E.g., whether  
▸ patient education (the target cause)  
▸ promotes physical recovery (the target effect)  
▸ among surgical patients (the target population of units)  
▸ in hospitals (the target universe of settings) 

▸ Do the actual manipulations and measures used in the experiment really 
tap into the specific cause and effect constructs specified by the theory?

5

See 
book
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External Validity
▸ Does the causal relationship hold over variations in persons, settings, 

treatments, and outcomes? 
▸ Narrow to broad? 
▸ Broad to narrow? 
▸ Across units at the same level of aggregation? 

6

See 
book
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A Few Threats to Internal Validity
▸ Ambiguous Temporal Precedence:  
▸ Which variable occurred first? 

▸ Selection:  
▸ Systematic differences over conditions in 

respondent characteristics.  

▸ History:  
▸ Events occurring concurrently with 

treatment.  

▸ Maturation:  
▸ Naturally occurring changes over time 

confused with a treatment effect. 

7

▸ Regression:  
▸ When units are selected for their extreme 

scores, they will often have less extreme 
scores on other variables. 
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Regression to the Mean
▸ Phenomenon involving 

successive measurements on a 
given variable. 

▸ Extreme observations tend to be 
followed by more central ones. 
▸ E.g., the children of extremely tall 

men tend not to be as tall as their 
father [Galton-1886].

8

with genetic tendencies; for example, the children of extremely tall men tend not to
be as tall as their father (see Figure 2-5).

Figure 2-5. Galton’s study that identi!ed the phenomenon of regression to the mean

Regression to the mean, meaning to “go back,” is distinct from the
statistical modeling method of linear regression, in which a linear
relationship is estimated between predictor variables and an out‐
come variable.

Key Ideas
• Specifying a hypothesis and then collecting data following randomization and

random sampling principles ensures against bias.
• All other forms of data analysis run the risk of bias resulting from the data collec‐

tion/analysis process (repeated running of models in data mining, data snooping
in research, and after-the-fact selection of interesting events).

56 | Chapter 2: Data and Sampling Distributions
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A Few Threats to Internal Validity
▸ Ambiguous Temporal Precedence:  
▸ Which variable occurred first? 

▸ Selection:  
▸ Systematic differences over conditions in 

respondent characteristics.  

▸ History:  
▸ Events occurring concurrently with 

treatment.  

▸ Maturation:  
▸ Naturally occurring changes over time 

confused with a treatment effect. 
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▸ Regression:  
▸ When units are selected for their extreme 

scores, they will often have less extreme 
scores on other variables. 

▸ Attrition:  
▸ Loss of respondents to treatment or to 

measurement.  

▸ Testing:  
▸ Exposure to a test can affect scores on 

subsequent exposures to that test.  

▸ Instrumentation:  
▸ The nature of a measure may change over 

time or conditions. 
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Statistical Conclusion Validity
▸ Two related statistical inferences that affect the covariation component of 

causal inferences: 
▸ whether the presumed cause and effect covary. 
▸ how strongly they covary.  

▸ Type I error: 
▸ incorrectly conclude that cause and effect covary when they do not. 

▸ Type II error: 
▸ incorrectly conclude that they do not covary when they do.

10



Carnegie Mellon University [17-803] Empirical Methods, Spring 2024

A Few Threats to Statistical Conclusion Validity

11

▸ Low Statistical Power:  
▸ → Type II errors 

▸ Violated assumptions of statistical tests:  
▸ Either over- or underestimate the size and significance of an effect.  

▸ Fishing:  
▸ Repeated tests can inflate statistical significance.  

▸ Unreliability of measures 
▸ Restriction of range on variable: 
▸ Typically weakens the relationship between it and another variable. 
▸ E.g., don’t dichotomize.

See 
book
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Hypothesis Tests 
▸ Aka “significance tests” 
▸ Purpose:  
▸ Could random chance be responsible for an observed effect? 

▸ Null hypothesis (H0): 
▸ The hypothesis that chance is to blame.  
▸ e.g., “There is no difference in the mean time to complete a task using NL2Code 

vs. writing code from scratch.” 

▸ Alternative hypothesis (Ha): 
▸ Counterpoint to the null (what you hope to prove).  
▸ e.g., “It takes less time on average to complete a task using NL2Code rather than 

by writing code from scratch.”

12
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Aside: Why Do We Need a Hypothesis? Why Not Just Look at the Outcome 
of the Experiment and Go With Whichever Treatment Does Better?

▸ Experiment: invent a series of 50 coin flips. 
▸ Write down a series of random 1s and 0s: [1, 0, 1, 0, 1, 0, …]

13
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Aside: Why Do We Need a Hypothesis? Why Not Just Look at the Outcome 
of the Experiment and Go With Whichever Treatment Does Better?

▸ Experiment: invent a series of 50 coin flips. 
▸ Write down a series of random 1s and 0s: [1, 0, 1, 0, 1, 0, …] 

▸ Humans have a tendency to underestimate randomness.  
▸ Computer-generated “real” coin flip results vs made-up human results:  
▸ the real ones will have longer runs of 1s or 0s. 
▸ median length of subsequences of 1s in a row:  
▸ 5 for the computer-generated sequences 
▸ only 4 for the human-generated set 

▸ When most of us are inventing random coin flips and we have gotten 
three or four 1s in a row, we tell ourselves that, for the series to look 
random, we had better switch to 0.

14
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Aside: How Do You Interpret the P-Value?
▸ H0: “There is no difference in the mean time to complete a task using 

NL2Code vs. writing code from scratch.” 
▸ Ha: “It takes less time on average to complete a task using NL2Code 

rather than writing code from scratch.” 

▸ You run some statistical test (e.g., t-test) and obtain a p-value. 

15
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Aside: P-Value Controversy
▸ What we would like the p-value to convey:  
▸ (We hope for a low value, so we can conclude that we’ve proved something.) 

▸ What the p-value actually represents: 

16

The probability that the result is due to chance: P(H0|D)

The probability that, given a chance model, results as 
extreme as the observed results could occur: P(D|H0)

Kaptein, M., & Robertson, J. (2012). Rethinking statistical analysis methods for CHI.  
In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (pp. 1105-1114).
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The P Value Is the Probability of the Observed Outcome (X) Plus all 
“More Extreme” Outcomes

17

Graphical depiction of the definition 
of a (one-sided) P value. The curve 
represents the probability of every 
observed outcome under the null 
hypothesis.
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The P Value Is the Probability of the Observed Outcome (X) Plus all 
“More Extreme” Outcomes
▸ Not the probability that the null hypothesis is true! 
▸ Example: Is a coin fair or not? 
▸ H0: The coin is fair: P(Heads) = P(Tails) = 1/2 
▸ Ha: The coin is biased: P(Heads) ≠ 1/2

18



Carnegie Mellon University [17-803] Empirical Methods, Spring 2024

Consider Four Consecutive Coin Flips:
▸ First toss:

19

? 

Probability
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Consider Four Consecutive Coin Flips:
▸ First toss: 

▸ Second toss:

20

0.5 

?

Probability
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Consider Four Consecutive Coin Flips:
▸ First toss: 

▸ Second toss: 

▸ Third toss: 

▸ Fourth toss:

21

0.5 

0.25 

0.125 

0.0625

Probability



Carnegie Mellon University [17-803] Empirical Methods, Spring 2024

Is Coin Fair?
▸ Two-sided P = 0.125.  

▸ This does not mean that the probability of the coin being fair is only 12.5%!

22

0.0625 0.0625
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Aside: P-Value Controversy
▸ What we would like the p-value to convey:  
▸ (We hope for a low value, so we can conclude that we’ve proved something.) 

▸ What the p-value actually represents: 
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The probability that the result is due to chance: P(H0|D)

The probability that, given a chance model, results as 
extreme as the observed results could occur: P(D|H0)

Kaptein, M., & Robertson, J. (2012). Rethinking statistical analysis methods for CHI.  
In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (pp. 1105-1114).
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Is Coin Fair?
▸ Two-sided P = 0.125.  

▸ This does not mean that the probability of the coin being fair is only 12.5%!

24

0.0625 0.0625

P(H0|D) = 
P(D|H0) P(H0)

P(D)



Common false belief that the probability of a conclusion 
being in error can be calculated from the data in a single 
experiment without reference to external evidence or the 
plausibility of the underlying mechanism.
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Twelve P-Value Misconceptions

26

II “error rates,” “power,” and other related ideas. Even though
we use P values in the context of this testing system today, it
is not a comfortable marriage, and many of the misconcep-
tions we will review flow from that unnatural union. In-
depth explanation of the incoherence of this system, and the
confusion that flows from its use can be found in the litera-
ture.16,18-20 Here we will focus on misconceptions about how
the P value should be interpreted.

The definition of the P value is as follows—in words: The
probability of the observed result, plus more extreme results, if the
null hypothesis were true; in algebraic notation: Prob(X ! x |
Ho), where “X” is a random variable corresponding to some
way of summarizing data (such as a mean or proportion), and
“x” is the observed value of that summary in the current data.
This is shown graphically in Figure 1.

We have now mathematically defined this thing we call a P
value, but the scientific question is, what does it mean? This is
not the same as asking what people do when they observe
P ".05. That is a custom, best described sociologically. Ac-
tions should be motivated or justified by some conception of
foundational meaning, which is what we will explore here.

Because the P value is not part of any formal calculus of
inference, its meaning is elusive. Below are listed the most
common misinterpretations of the P value, with a brief dis-
cussion of why they are incorrect. Some of the misconcep-
tions listed are equivalent, although not often recognized as
such. We will then look at the P value through a Bayesian lens
to get a better understanding of what it means from an infer-
ential standpoint.

For simplicity, we will assume that the P value arises from
a two-group randomized experiment, in which the effect of
an intervention is measured as a difference in some average
characteristic, like a cure rate. We will not explore the many
other reasons a study or statistical analysis can be misleading,
from the presence of hidden bias to the use of improper
models; we will focus exclusively on the P value itself, under
ideal circumstances. The null hypothesis will be defined as
the hypothesis that there is no effect of the intervention (Ta-
ble 1).

Misconception #1: If P!.05, the null hypothesis has only a
5% chance of being true. This is, without a doubt, the most
pervasive and pernicious of the many misconceptions about
the P value. It perpetuates the false idea that the data alone
can tell us how likely we are to be right or wrong in our
conclusions. The simplest way to see that this is false is to
note that the P value is calculated under the assumption that
the null hypothesis is true. It therefore cannot simultaneously
be a probability that the null hypothesis is false. Let us sup-
pose we flip a penny four times and observe four heads,
two-sided P ! .125. This does not mean that the probability
of the coin being fair is only 12.5%. The only way we can
calculate that probability is by Bayes’ theorem, to be dis-
cussed later and in other chapters in this issue of Seminars in
Hematology.21-24

Misconception #2: A nonsignificant difference (eg, P ".05)
means there is no difference between groups. A nonsignificant
difference merely means that a null effect is statistically con-
sistent with the observed results, together with the range of
effects included in the confidence interval. It does not make
the null effect the most likely. The effect best supported by
the data from a given experiment is always the observed
effect, regardless of its significance.

Misconception #3: A statistically significant finding is clini-

Figure 1 Graphical depiction of the definition of a (one-sided) P
value. The curve represents the probability of every observed out-
come under the null hypothesis. The P value is the probability of the
observed outcome (x) plus all “more extreme” outcomes, repre-
sented by the shaded “tail area.”

Table 1 Twelve P-Value Misconceptions

1 If P ! .05, the null hypothesis has only a 5% chance of being true.
2 A nonsignificant difference (eg, P >.05) means there is no difference between groups.
3 A statistically significant finding is clinically important.
4 Studies with P values on opposite sides of .05 are conflicting.
5 Studies with the same P value provide the same evidence against the null hypothesis.
6 P ! .05 means that we have observed data that would occur only 5% of the time under the null hypothesis.
7 P ! .05 and P <.05 mean the same thing.
8 P values are properly written as inequalities (eg, “P <.02” when P ! .015)
9 P ! .05 means that if you reject the null hypothesis, the probability of a type I error is only 5%.

10 With a P ! .05 threshold for significance, the chance of a type I error will be 5%.
11 You should use a one-sided P value when you don’t care about a result in one direction, or a difference in

that direction is impossible.
12 A scientific conclusion or treatment policy should be based on whether or not the P value is significant.

136 S. Goodman

Goodman, S. (2008, July). A dirty dozen: twelve p-value misconceptions. 
In Seminars in hematology (Vol. 45, No. 3, pp. 135-140). WB Saunders.
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Type I and Type II Errors

27

Study conclusion

No difference Using NL2Code 
is faster

Reality
No difference Type I error

Using NL2Code 
is faster Type II error
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Type I and Type II Errors
▸ In assessing statistical significance, two types of error are possible:  
▸ Type I: you mistakenly conclude an effect is real, when it is really just due to chance 
▸ False positives  

▸ Type II: you mistakenly conclude that an effect is due to chance, when it actually is real  
▸ False negatives 

▸ The basic function of hypothesis tests is to protect against being fooled by 
random chance; thus they are typically structured to minimize Type I errors.

28
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Controlling the Risks of Type I and Type II Errors
▸ The probability of making a Type I error is called alpha. 
▸ (or “significance level”, “P-value”) 

▸ The probability of making a Type II error is called beta.  
▸ The statistical power of a test, defined as 1 − β, refers to the probability of 

successfully rejecting a null hypothesis when it is false and should be rejected. 
▸ To reduce errors: 
▸ Type I: P < 0.05 
▸ Type II: large sample size

29
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Aside: Torture the Data Long Enough, and It Will Confess. 
▸ Imagine you have 20 predictor variables and one outcome variable, all 

randomly generated.  
▸ You do 20 significance tests at the alpha = 0.05 level (one per variable). 
▸ What’s the overall probability of Type I errors (false positives)?

30
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Aside: Torture the Data Long Enough, and It Will Confess. 
▸ Imagine you have 20 predictor variables and one outcome variable, all 

randomly generated.  
▸ You do 20 significance tests at the alpha = 0.05 level (one per variable). 
▸ What’s the overall probability of Type I errors (false positives)? 

▸ The probability that one will incorrectly test significant is …?

31
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Aside: Torture the Data Long Enough, and It Will Confess. 
▸ Imagine you have 20 predictor variables and one outcome variable, all 

randomly generated.  
▸ You do 20 significance tests at the alpha = 0.05 level (one per variable). 
▸ What’s the overall probability of Type I errors (false positives)? 

▸ The probability that one will incorrectly test significant is 0.05

32
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Aside: Torture the Data Long Enough, and It Will Confess. 
▸ Imagine you have 20 predictor variables and one outcome variable, all 

randomly generated.  
▸ You do 20 significance tests at the alpha = 0.05 level (one per variable). 
▸ What’s the overall probability of Type I errors (false positives)? 

▸ The probability that one will correctly test nonsignificant is …?

33
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Aside: Torture the Data Long Enough, and It Will Confess. 
▸ Imagine you have 20 predictor variables and one outcome variable, all 

randomly generated.  
▸ You do 20 significance tests at the alpha = 0.05 level (one per variable). 
▸ What’s the overall probability of Type I errors (false positives)? 

▸ The probability that one will correctly test nonsignificant is …?

34

Study conclusion
No difference Difference

Reality
No difference ? 0.05

Difference
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Aside: Torture the Data Long Enough, and It Will Confess. 
▸ Imagine you have 20 predictor variables and one outcome variable, all 

randomly generated.  
▸ You do 20 significance tests at the alpha = 0.05 level (one per variable). 
▸ What’s the overall probability of Type I errors (false positives)?

35

😱 

▸ The probability that one will correctly test nonsignificant is 0.95 
▸ The probability that all 20 will correctly test nonsignificant is:  
▸ 0.95 × 0.95 × 0.95..., or 0.9520 = 0.36 

▸ The probability that at least one predictor will (falsely) test significant:  
▸ 1 – (probability that all will be nonsignificant) = 0.64



Numbers and Nonsense
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Drink Hot Cocoa Before Bed?
▸ “99.9% caffeine-free” 
▸ 20-ounce Starbucks coffee:  
▸ 415 milligrams of caffeine.  
▸ ~21 mg caffeine per ounce.  
▸ 1 fl oz water weighs ~28 grams.  
▸ Thus, Starbucks drip coffee is ~0.075% caffeine by weight.  

▸ Strong coffee is also 99.9% caffeine free!

37
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https://massivesci.com/notes/tweet-science-communication-research-public/

Tweet About Your Work?
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Meanwhile:

study the role of the social media group TSSMN in the
dissemination of cardiothoracic surgery scholarly litera-
ture. We demonstrate that, compared with articles not
tweeted that were used as controls, articles randomized to
tweeting experienced substantially higher Altmetric
scores, greater Altmetric score percentiles relative to ar-
ticles of similar age from the respective journal, and
greater increases in citations at 1 year. On multivariable
analysis, independent predictors of citations included
being randomized to tweeting, Altmetric score, open ac-
cess status, and exposure to a larger number of Twitter
followers.

Previous work exploring the potential of tweeting to
increase journal article dissemination has resulted in
findings that have been mixed. A randomized trial con-
ducted by Fox and associates12,13 of articles published in
Circulation did not demonstrate a difference in 30-day
page views for articles that were tweeted and posted to
Facebook when compared with those that were not. In
contrast, a randomized trial showed that tweeting articles
from Academic Medicine14 and Cochrane Reviews15

increased page views at 30 days and 7 days of follow-up,
respectively. Furthermore, Hawkins and colleagues16,17

demonstrated that physician-led programs to tweet about
articles accrue higher online engagement as quantified by
weekly page views than tweets originating only through
Twitter accounts managed by the journals themselves.
Recognizing that page views are only one aspect of social
media exposure, other studies have demonstrated that
article mentions on Twitter (within days of publication)
correlated highly with eventual citations;8 however, other
studies of Altmetrics (including Twitter mentions) of ar-
ticles demonstrate weak relationships with article access
and eventual citation.18-20

Our study contributes to the ongoing research on the
efficacy of social media strategies to improve article reach
by using a rigorous study design, randomizing articles 1:1
to be tweeted or not, and performing longitudinal follow-
up of multiple metrics of scholarly dissemination at 1-
year’s time including Altmetric scores and citations. We
add to our prior study9 that demonstrates that there is a
rise in social media impact (Altmetric scores and Twitter
analytics) in relation to article tweets with a plateau effect
on early follow-up of 7 days by furthering this finding

with demonstrated translation to change in citations at 1
year of follow-up. Our finding of an association between
open access status and citations has implications for au-
thors and journals to consider their open access policies
to increase readership. Regardless of the modality for
dissemination, our study suggests that greater public
accessibility for a public and scientific readership may
contribute to higher Altmetric score, Altmetric percentile,
and, ultimately, citations.
We demonstrate the feasibility of establishing a social

media working group (TSSMN) with large social media
followership of 52,983 consisting of key opinion leaders in
cardiothoracic surgery and the impact of their tweeting
activity on alternative article-level metrics and citations.
Future use of more comprehensive social media strate-
gies and their effects on article dissemination should be
tested in a similarly rigorous manner.

Study Limitations
Our study is subject to a number of limitations that must
be considered in the interpretation of the data. Although
we were able to demonstrate social media impact and
attention, alternative metrics do not differentiate between
positive and negative attention as well as quality of the
tweet or article. It is possible that citations occur because
of the importance of the article, irrespective of targeted
social media dissemination of the article via TSSMN. No
single metric provides a reader with a comprehensive
measurement of the quality and importance of an article
and are each subject to their own set of limitations.21 Our
study is limited in sample size, confined to articles pub-
lished in The Annals of Thoracic Surgery and The Journal of
Thoracic and Cardiovascular Surgery, where the large
followership of TSSMN can limit the replicability of this
approach for implementation in other journals. It is
possible that social media campaigns over a limited
timespan with high frequency can lead to tweet burnout
for followers; in this study, however, there was no sig-
nificant change in viewer engagement over the 2-week
period. Furthermore, we were unable to account for so-
cial media activity of other Twitter users who may have
promoted the article, in addition to TSSMN, which may
confound our results. Future studies will aim to correlate
social media attention to long-term article citations and

Figure 1. One-year outcomes of the Thoracic Surgery Social Media Network Randomized Prospective Social Media Trial demonstrating tweeting
improves change in (A) citations; (B) Altmetric score; and (C) Altmetric percentile relative to journal and age.

299Ann Thorac Surg LUC ET AL
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Luc, J. G., Archer, M. A., Arora, R. C., Bender, E. M., Blitz, A., Cooke, D. T., ... & Antonoff, M. B. (2021). 
Does tweeting improve citations? One-year results from the TSSMN prospective randomized trial. 
The Annals of Thoracic Surgery, 111(1), 296-300.

Tweet About Your Work?
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The Friendship Paradox

41

Most likely, the 
majority of your 

friends have more 
friends than you do

😱 
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The Friendship Paradox

42

Most likely, the 
majority of your 

friends have more 
friends than you do

😱 ▸ Suppose you follow Rihanna and 499 other 
people on Twitter.  

▸ Rihanna has over one hundred million followers. 
▸ The 500 people you follow will average at the 

very least 100,000,000 / 500 = 200,000 
followers—far more than you have.

Most people have fewer friends than their average (mean) friend has.
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The Friendship Paradox

43

Most likely, the 
majority of your 

friends have more 
friends than you do

😱 ▸ 84 percent of Facebook users have fewer 
friends than the median friend count of their 
friends.

🤯 Most people also have fewer friends than their median friend has.
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Do You Often Have To Wait a Surprisingly Long Time for the Next Bus To Arrive?

44

▸ Suppose that buses leave a bus stop at regular 
ten minute intervals.  

▸ If you arrive at an arbitrary time, how long do 
you expect to wait, on average?
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Do You Often Have To Wait a Surprisingly Long Time for the Next Bus To Arrive?

▸ Suppose that buses leave a bus stop at regular 
ten minute intervals.  

▸ If you arrive at an arbitrary time, how long do 
you expect to wait, on average?
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5 minutes?
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Do You Often Have To Wait a Surprisingly Long Time for the Next Bus To Arrive?

▸ What if buses leave every ten minutes on 
average — but traffic forces the buses to run 
somewhat irregularly? 

▸ Sometimes the time between buses is quite 
short; other times it may extend for fifteen 
minutes or more.  

▸ Now how long do you expect to wait? 

46



Carnegie Mellon University [17-803] Empirical Methods, Fall 2022

Do You Often Have To Wait a Surprisingly Long Time for the Next Bus To Arrive?

▸ What if buses leave every ten minutes on 
average — but traffic forces the buses to run 
somewhat irregularly? 

▸ Sometimes the time between buses is quite 
short; other times it may extend for fifteen 
minutes or more.  

▸ Now how long do you expect to wait? 

47

5 minutes?
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Do You Often Have To Wait a Surprisingly Long Time for the Next Bus To Arrive?

▸ You are more likely to arrive during one of the 
long intervals than during one of the short 
intervals.  

▸ As a result, you end up waiting longer than five 
minutes, on average.

48

5 minutes?
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Do You Often Have To Wait a Surprisingly Long Time for the Next Bus To Arrive?

▸ 80% chance of arriving during one of the long intervals 
▸ wait 8 minutes on average.  

▸ 20% chance of arriving during one of the short intervals 
▸ wait 2 minutes on average.  

▸ Average overall wait time: (0.8 × 8) + (0.2 × 2) = 6.8 mins
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Observation Selection Effect
▸ Driven by an association between the very presence of the observer and the 

variable that the observer reports.
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Age of Death and Musical Genre
Rap and hip-hop musicians die at 
about half the age of performers 
in some other genres?
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Imagine You Are Tracking the Life Cycle of a Rare Chameleon on Madagascar

What to do about individuals not 
yet dead at the end of the study 
period?
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Imagine You Are Tracking the Life Cycle of a Rare Chameleon on Madagascar

Maybe the safest thing to do is to 
throw out those individuals from 
your data set entirely?  
—> Right-censoring your data 

Misleading impression of mortality 
patterns.
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Age of Death and Musical Genre
Rap and hip-hop are new genres.  
Most rap and hip-hop stars are still 
alive today, and thus omitted from 
the study.  
The only rap and hip-hop 
musicians who have died already 
are those who have died 
prematurely.
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Read
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Ch 3 (Experimental design)  
Ch 4 (Statistical analysis)

Ch 6 (Hypothesis testing)

Ch 6 (Statistical methods 
and measurement)

Ch 10 (Analysis and 
interpretation)

Ch 5 (Effect sizes and power analysis) 
Ch 13 (Fair statistical communication) 
Ch 14 (Improving statistical practice)

Ch 1 (Experiments and causality) 
Ch 2 & 3 (Validity) 
Ch 8 (Randomized experiments)


