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Outline for Today
▸ A few leftovers 
▸ Linear regression 

▸ Remember: 
▸ https://bvasiles.github.io/empirical-methods/ 
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An Introduction 
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Daniela Witten
Trevor Hastie
Robert Tibshirani

with Applications in R

Ch 3 (Linear regression) Ch 22-24 (Modeling)

https://bvasiles.github.io/empirical-methods/


Leftovers from last lecture: Type I and Type II Errors
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Hypothesis Tests 
▸ Aka “significance tests” 
▸ Purpose:  
▸ Could random chance be responsible for an observed effect? 

▸ Null hypothesis (H0): 
▸ The hypothesis that chance is to blame.  
▸ e.g., “There is no difference in the mean time to complete a task using NL2Code 

vs. writing code from scratch.” 

▸ Alternative hypothesis (Ha): 
▸ Counterpoint to the null (what you hope to prove).  
▸ e.g., “It takes less time on average to complete a task using NL2Code rather than 

by writing code from scratch.”
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Type I and Type II Errors
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Study conclusion

No difference Using NL2Code 
is faster

Reality
No difference Type I error

Using NL2Code 
is faster Type II error
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Type I and Type II Errors
▸ In assessing statistical significance, two types of error are possible:  
▸ Type I: you mistakenly conclude an effect is real, when it is really just due to chance 
▸ False positives  

▸ Type II: you mistakenly conclude that an effect is due to chance, when it actually is real  
▸ False negatives 

▸ The basic function of hypothesis tests is to protect against being fooled by 
random chance; thus they are typically structured to minimize Type I errors.
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Controlling the Risks of Type I and Type II Errors
▸ The probability of making a Type I error is called alpha. 
▸ (or “significance level”, “P-value”) 

▸ The probability of making a Type II error is called beta.  
▸ The statistical power of a test, defined as 1 − β, refers to the probability of 

successfully rejecting a null hypothesis when it is false and should be rejected. 
▸ To reduce errors: 
▸ Type I: P < 0.05 
▸ Type II: large sample size
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Aside: Torture the Data Long Enough, and It Will Confess. 
▸ Imagine you have 20 predictor variables and one outcome variable, all 

randomly generated.  
▸ You do 20 significance tests at the alpha = 0.05 level (one per variable). 
▸ What’s the probability of Type I errors (false positives)?
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😱 

▸ The probability that one will correctly test nonsignificant is 0.95 
▸ The probability that all 20 will correctly test nonsignificant is:  
▸ 0.95 × 0.95 × 0.95..., or 0.9520 = 0.36 

▸ The probability that at least one predictor will (falsely) test significant:  
▸ 1 – (probability that all will be nonsignificant) = 0.64



Main topic for today: 
Let’s start with a case study.
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Sales (in thousands of dollars) as a function of TV, radio, and 
newspaper advertising budgets (in thousands of dollars), for 200 cities.
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FIGURE 2.1. The Advertising data set. The plot displays sales, in thousands
of units, as a function of TV, radio, and newspaper budgets, in thousands of
dollars, for 200 different markets. In each plot we show the simple least squares
fit of sales to that variable, as described in Chapter 3. In other words, each blue
line represents a simple model that can be used to predict sales using TV, radio,
and newspaper, respectively.

More generally, suppose that we observe a quantitative response Y and p
different predictors, X1, X2, . . . , Xp. We assume that there is some
relationship between Y and X = (X1, X2, . . . , Xp), which can be written
in the very general form

Y = f(X) + ε. (2.1)

Here f is some fixed but unknown function ofX1, . . . , Xp, and ε is a random
error term, which is independent of X and has mean zero. In this formula-

error term
tion, f represents the systematic information that X provides about Y .

systematic
As another example, consider the left-hand panel of Figure 2.2, a plot of

income versus years of education for 30 individuals in the Income data set.
The plot suggests that one might be able to predict income using years of

education. However, the function f that connects the input variable to the
output variable is in general unknown. In this situation one must estimate
f based on the observed points. Since Income is a simulated data set, f is
known and is shown by the blue curve in the right-hand panel of Figure 2.2.
The vertical lines represent the error terms ε. We note that some of the
30 observations lie above the blue curve and some lie below it; overall, the
errors have approximately mean zero.
In general, the function f may involve more than one input variable.

In Figure 2.3 we plot income as a function of years of education and
seniority. Here f is a two-dimensional surface that must be estimated
based on the observed data.
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A Few Important Questions That We Might Seek To Address
▸ Is there a relationship between advertising budget and sales? 
▸ How strong is the relationship between advertising budget and sales? 
▸ Which media contribute to sales? 
▸ How accurately can we estimate the effect of each medium on sales?  
▸ How accurately can we predict future sales? 
▸ Is the relationship linear? 
▸ Is there synergy among the advertising media?
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Simple Linear Regression
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Many Possible Linear Models
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Best Model? Minimize Error
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Residuals
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Simple Linear Regression
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The least squares fit for the regression of sales onto TV

▸ The least squares fit for the 
regression of sales onto TV is 
found by minimizing the sum of 
squared errors. 
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Assessing the Accuracy of the Coefficient Estimates
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The true relationship:
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Assessing the Accuracy of the Coefficient Estimates

19

The true relationship:

The least squares estimate for f(X) based on the 
observed data.
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Assessing the Accuracy of the Coefficient Estimates

20

The true relationship:

The least squares estimate for f(X) based on the 
observed data.

In real applications, the population regression 
line is unobserved.  
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Assessing the Accuracy of the Coefficient Estimates
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Ten least squares lines, 
each computed on the 
basis of a separate random 
set of observations. 

The average of many least 
squares lines is pretty close 
to the true population 
regression line.
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Analogy with the estimation of the population mean μ of a random variable Y
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▸ A natural question: how accurate is the 
sample mean μˆ as an estimate of μ? 
▸ Standard error 

▸ Standard errors can be used to compute 
confidence intervals.  
▸ A 95% confidence interval is defined as a 

range of values such that with 95% 
probability, the range will contain the true 
unknown value of the parameter. 
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Analogy with the estimation of the population mean μ of a random variable Y
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▸ For linear regression, the 95% confidence 
interval for β1 approximately takes the form  

▸ Similarly, a confidence interval for β0 
approximately takes the form  
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Back to our example
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‣ The 95 % CI for β0: [6.130, 7.935] 
The 95 % CI for β1: [0.042, 0.053] 

‣ In the absence of any advertising, 
sales will, on average, fall 
somewhere between 6,130 and 
7,940 units.  

‣ For each $1,000 increase in TV 
advertising, there will be an 
average increase in sales of 
between 42 and 53 units. 

The least squares fit for the regression of sales onto TV



Key idea for empirical research
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Standard Errors Can Also Be Used To Perform Hypothesis Tests on the Coefficients.

▸ Testing the null hypothesis: 
▸ H0 : There is no relationship between X and Y  

▸ vs the alternative hypothesis  
▸ Ha : There is some relationship between X and Y
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▸ Corresponds to testing 

▸ vs

=> Compute a t-statistic and associated p-value
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▸ Corresponds to testing 

▸ vs

An increase of $1,000 in the TV advertising budget is 
associated with an increase in sales by around 50 units.
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Another Example

29



Let’s make it more realistic
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How To Extend our Analysis To Accommodate all Predictors?
▸ One option is to run three separate simple linear regressions.
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How To Extend our Analysis To Accommodate all Predictors?
▸ A better option is to give each predictor a separate slope coefficient in 

a single model: 

▸ We interpret βj as the average effect on Y of a one unit increase in Xj, 
holding all other predictors fixed. 
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Aside: Ingredients for Establishing a Causal Relationship
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The cause preceded the effect

The cause was related to the effect

We can find no plausible alternative 
explanation for the effect other than the cause
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Back to our Advertising Example
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… to be continued
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